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What can we learn from this video?



Understanding Dynamic 3D Scenes
• What can we learn from this video?
• 3D object shapes
• Physical events
• Physical object properties
• Masses 
• Coefficients of frictions

• Humans recover rich information from short videos.
• Generalization: Humans easily answer questions like
• What will happen next?

collisions rolling



A Simple Scenario in the Real World
• Galileo’s inclined surface experiment
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Modeling the Physical World
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Our Model: Galileo
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Galileo as an Interpretation of Physical Scenes
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Figure 3: Mean squared errors of oracle es-
timation, our estimation, and uniform esti-
mations of mass on a log-normalized scale,
and the correlations between estimations and
ground truths
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Figure 4: The log-likelihood traces of sev-
eral chains with and without recognition-model
(LeNet) based initializations.

model can then be used to predict these physical properties of objects based on purely visual cues,
even though they might have never appeared in the training set.

Physics 101 also provides masses of all objects in the dataset, which makes it possible for us to
quantitatively evaluate the predictions of the deep network. We choose one object per material as our
test cases, use all data of those objects as test data, and the others as training data. We compare our
model with a baseline, which always outputs a uniform estimate calculated by averaging the masses
of all objects in the test data, and with an oracle algorithm, which is a LeNet trained using the same
training data, but has access to the ground truth masses of training objects as labels. Apparently, the
performance of the oracle model can be viewed as an upper bound of our POM system.

Table 3 compares the performance of POM, the oracle algorithm, and the baseline. We can observe
that POM is much better than baseline, although there is still some space for improvement.

Because we trained LeNet using static images to predict physical object properties such as friction
and mass ratios, we can use it to recognize those attributes in a quick bottom-up pass at the very first
frame of the video. To the extent that the trained LeNet is accurate, if we initialize the MCMC chains
with these bottom-up predictions, we expect to see an overall boost in our log-likelihood traces. We
test by running several chains with and without LeNet-based initializations. Results can be seen in
Figure 4. Despite the fact that LeNet is not achieving perfect performance by itself, we indeed get a
boost in speed and quality in the inference.

6 Experiments

In this section, we conduct experiments from multiple perspectives to evaluate our model. Specifi-
cally, we use the model to predict how far objects will move after the collision; whether the object
will remain stable in a different scene; and which of the two objects is heavier based on observations
of collisions. For every experiment, we also conduct behavioral experiments on Amazon Mechanical
Turk so that we may compare the performance of human and machine on these tasks.

6.1 Outcome Prediction

In the outcome prediction experiment, our goal is to measure and compare how well human and
machines can predict the moving distance of an object if only part of the video can be observed.
Specifically, for behavioral experiments on Amazon Mechanical Turk, we first provide users four full
videos of objects made of a certain material, which contain complete collisions. In this way, users
may infer the physical properties associated with that material in their mind. We select a different
object, but made of the same material, show users a video of the object, but only to the moment
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Generative + Recognition Model
If	the	model	has	prior	knowledge	like	humans	do…
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Figure 2: Simulation results. Each row represents one video in the data: (a) the first frame of the
video, (b) the last frame of the video, (c) the first frame of the simulated scene generated by Bullet,
(d) the last frame of the simulated scene, (e) the estimated object with larger mass, (f) the estimated
object with larger friction coefficient.

variables, where the proposal distribution is Uniform(�0.05, 0.05). In order to help with mixing,
we also use a broader proposal distribution, Uniform(�0.5, 0.5) at every 20 MCMC sweeps.

4 Simulations

For each video, as mentioned earlier, we use the tracking algorithm to initialize and fix the shapes
of the objects, S1 and S2, and the position offsets, p1 and p2. We also obtain the velocity vector for
each object using the tracking algorithm. We determine the length of the physics engine simulation
by the length of the observed video — that is, the simulation runs until it outputs a velocity vector
for each object that is as long as the input velocity vector from the tracking algorithm.

We sub-sample Physics 101 dataset, and choose 150 videos, uniformly distributed across different
object categories. We perform 16 MCMC simulations for each of the 150 videos, each of which was
75 MCMC sweeps long. For each video, we report the results with the highest log-likelihood score
across the 16 chains (i.e., the MAP estimate).

In Figure 2, we illustrate the results for three individual videos. Every two frame of the top row
shows the first and the last frame of a video, and the bottom row images show the corresponding
frames from our model’s simulations with the MAP estimate. We quantify different aspects of
our model in the following behavioral experiments, where we compare our model against human
subjects’ judgments. Furthermore, we use the inferences made by our model here on the 150 videos
to train a recognition model to arrive at physical object perception in static scenes with the model.

Importantly, note that our model can generalize across a broad range of tasks beyond the ramp
scenario. For example, once we infer the density of our object, we can make a buoyancy prediction
about it by simulating a scenario in which we drop the object into a liquid. We test some of the
generalizations in Section 6.

5 Bootstrapping to efficiently see physical objects in static scenes

Based on the estimates we derived from the visual input with a physics engine, we bootstrap from the
videos already collected, by labeling them with estimates of POM. This is a self-supervised learning
algorithm for inferring generic physical properties. As discussed in Section 1, this formulation is
also related to the wake/sleep phases in Helmholtz machines, and to the cognitive development of
infants.

Here we focus on two physical properties: mass and friction coefficient. To do this, we first estimate
these physical properties using the method described in earlier sections. Then, we train LeNet [8], a
widely used deep neural network for small-scale datasets, using image patches cropped from videos
based on the output of the tracker as data, and estimated physical properties as labels. The trained
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(d) the last frame of the simulated scene, (e) the estimated object with larger mass, (f) the estimated
object with larger friction coefficient.

variables, where the proposal distribution is Uniform(�0.05, 0.05). In order to help with mixing,
we also use a broader proposal distribution, Uniform(�0.5, 0.5) at every 20 MCMC sweeps.

4 Simulations

For each video, as mentioned earlier, we use the tracking algorithm to initialize and fix the shapes
of the objects, S1 and S2, and the position offsets, p1 and p2. We also obtain the velocity vector for
each object using the tracking algorithm. We determine the length of the physics engine simulation
by the length of the observed video — that is, the simulation runs until it outputs a velocity vector
for each object that is as long as the input velocity vector from the tracking algorithm.

We sub-sample Physics 101 dataset, and choose 150 videos, uniformly distributed across different
object categories. We perform 16 MCMC simulations for each of the 150 videos, each of which was
75 MCMC sweeps long. For each video, we report the results with the highest log-likelihood score
across the 16 chains (i.e., the MAP estimate).

In Figure 2, we illustrate the results for three individual videos. Every two frame of the top row
shows the first and the last frame of a video, and the bottom row images show the corresponding
frames from our model’s simulations with the MAP estimate. We quantify different aspects of
our model in the following behavioral experiments, where we compare our model against human
subjects’ judgments. Furthermore, we use the inferences made by our model here on the 150 videos
to train a recognition model to arrive at physical object perception in static scenes with the model.

Importantly, note that our model can generalize across a broad range of tasks beyond the ramp
scenario. For example, once we infer the density of our object, we can make a buoyancy prediction
about it by simulating a scenario in which we drop the object into a liquid. We test some of the
generalizations in Section 6.

5 Bootstrapping to efficiently see physical objects in static scenes

Based on the estimates we derived from the visual input with a physics engine, we bootstrap from the
videos already collected, by labeling them with estimates of POM. This is a self-supervised learning
algorithm for inferring generic physical properties. As discussed in Section 1, this formulation is
also related to the wake/sleep phases in Helmholtz machines, and to the cognitive development of
infants.

Here we focus on two physical properties: mass and friction coefficient. To do this, we first estimate
these physical properties using the method described in earlier sections. Then, we train LeNet [8], a
widely used deep neural network for small-scale datasets, using image patches cropped from videos
based on the output of the tracker as data, and estimated physical properties as labels. The trained
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Behavior Tests
• Prediction task
• How far will the object travel after collision?
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Behavior Tests
• Comprehension task
• Which of the two objects is heavier?

• Transfer task
• Will the object slide shown in a new scene setting?

Comprehension Transfer
Human vs. Galileo 0.51 0.56
Human vs. Truth 0.68 0.42
Galileo vs. Truth 0.52 0.20
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